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The NIH BRAIN Initiative

Goal: to develop and apply new tools for understanding how
neural circuits underlie complex behaviors in health and disease

« Leverage emerging technologies
NINDS BT e to enable new discoveries about
neural circuit function
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BRAIN Research Areas Overview

» Brain Cell & Circuit Technologies » Data Science & Informatics

» Neural Recording & Modulation » Training, Inclusion, and Equity

» Neuroimaging Technologies Across Scales » Neuroethics

» Systems Neuroscience » Dissemination & Commercialization

» Human Neuroscience
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Funding Opportunities

IN Initiative notices of funding opportunities (NOFOs), requests for
cements (PAs), and other NIH Guide announcements are listed below.

National Institutes of Health (]
Closed Opportunities applications (RFAs), program a
Search this page to find all notices of special interest (NOSI). Search the Closed Opportunities page to find
expired opportunities.

Motices

Funded Awards

Approved Initiative Concepts Learn more about NIH's grant mechanisms.

Learn about the Plan for Enhancing Diverse Perspectives (PEDP), a required component in most BRAIN
applications.
GRANT MECHANISM

Learn about the NIH Data Management and Sharing Policy, which all NIH applications must follow.
C

Administrative Supplements

B To see more NIH-funded awards, please visit NIH Grants and Funding.
‘_

Career Development Awards
For more about NIH BRAIN Initiative research and associated funding opportunities, visit the Research
Overview.

Community Services Program

Conference Grants

Cooperative Agreements

p
Enter keyword to search...
Fellowship Programs ‘\ . m

Formula Grants

General Clinical Research OPEN OPPORTUNITIES CLOSED OPPORTUNITIES NOTICES
Centers Program

Health Professions Programs

Institutional Training and RELEASE DATE EXPIRATION FUNDING
Director Program Projects DATE OPPORTUNITY #

Institutional Training Awards

[J Non-DHHS Federal Awards )
BRAIN Initiative Connectivity across Scales Data November January 30, RFA-NS-24-
O (e (Rl e Coordinating Center (BRAIN CONNECTS DCC) 02,2023 2024 028
e e e, . . [ Other Transactions (U24 Clinical Trial Not Allowed)
https -//b ra I n I n Itlatlve ] n I h ugOV/ () Program Projecu’[enter Grants
funding/funding-opportunities ONDIE OFPORTINTIY PO .
(1 Research Construction
Programs
) BRAIN Initiative: New Concepts and Early-Stage September June 16, RFA-EY-23-
[J Research Program Projects and ) o
Centers Research for Recording and Modulation in the 19, 2023 2026 001
Nervous System (R21) (Clinical Trial Not Allowed)
[J Research Project Grants
- - [J Research Projects
|5 B) National Institutes of Health : FUNDING OPPORTUNITY PURPOSE +

Research Training & Fellowships
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Common Neural Networks Used to Understand and

nalyze Neuroscience Data

Shared weights
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Kernel size (Height, Width)

Yang, G. R. & Wang, X.-J. Artificial Neural Networks for Neuroscientists: A Primer. Neuron 107, 1048—-1070 (2020).
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Three Components: Architecture, Learning Rule, and

Obiective Function

Objective functions Architectures

Better

f

Objective

|

Worse

Synapsé?

Strength < Synapse 2

Strength

---» Objective function gradient

Learning rules .
g —> Learning rule update

Richards, B. A. et al. A deep learning framework for neuroscience. Nat. Neurosci. 22, 1761-1770 (2019).
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class Value:

def

def

def

a
"

stores a single scalar value and its gradient “**

__init__(self, data, _children=(), _op=""):
self. data = data

self.grad = @

# internal variables used for autograd graph construction
self._backward = lambda: MNone

self._prev = set{_children)

self._op = _op # the op that produced this s

, for graphviz / del

__add__(self, other}:
other = other if isinstance{octher, Value) else Value{other]
out = Value(self.data + other.data, (self, other), '+'}

def _backward():
self.grad += out.grad
other.grad += out.grad
out._backward = _backward

return out
_mul__(self, other):

other = other if isinstance{other, Value) else Valuelother])
out = Value{self.data = other.data, (self, other), 's'})

def _backward():
self.grad += other.data = out.grad
other.grad += self.data * out.grad
out._backward = _backward

return out

w__(self, other):
ancelother, (int, float)), "only supporting int/float
out = Valuelself.datassother, (self,), f sw{other}']

rt isi

def _backward():
self.grad += (other * self.datasx{other-1}} = out.grad
out._backward = _backward

return out

relu(self):
out = Value(® if self.data < @ else self.data, (self,), 'Relu’')

def _backward():
self.grad += (out.data > @) = out.grad

out._backward = _backward

return out

https://github.com/karpathy/micrograd

def

def

def

def

backward{self}:

# top
tope = ]
visited = set{]

gical arder all of the

def build_topo{v):
if v not in visited:
visited.addiv)
for child in v._prev:
build_topo{child)
topo. appendiv)
build_topoiself)

# go one vari

self.grad = 1

far v in reversed{topel:
v._backward()

—neg__[self): # -self
return self = <1

—radd__(self, other): & oth
return self + other

sub__[self, other): & self -
return self + (-other)

rsub__{self, other): & other
return other + (-self)

—rmul__{self, other): # other
return self = other

__truediv__(self, other): # self / other

return self = otherss-1

__rtruediv__(self, other): # other / self

return other # selfss-1

repr__{self):

retu

T

chil

tine and apply the chain rule to get its gradient

+ self

other

- self

* self

f'Valueldata={self.data}, grad={self.grad})"

3

import random
from micrograd.engine import Value

class Mod

def zero_grad{self):

far p in self.parameters(}:

pograd = 8

def parameters(self):

1

class Neuron{Module):

def __init__(self, nin, nonlin=True):
self.w = [Valuelrandom.
self.b = value(s)
self.nonlin = nonlin

forn(-1,1}) for in r

def __call__{self, x):
act = sumi{{wisxi for wi,xi in zip{self.w, x)), self.b)
urn act.relul) if self.nonlin

def parameters(self):
return self.w + [self.b]

def __repr__{self):
return *{'Rell’ if self.nonlin else 'Linear® euroni{leniself.w}}}"

class Layer(Module):

def __init__(self, nin, nout, sekwargs):
self.neurons = [Neuroninin, sskwargs) for _ in range(nout}]
def __call__(self, x):
cut = [n{x} for n in self.neurons]
return out[8] if lenfout) == 1 else out

def parameters{self}:
return Ip far n in self.newrons for p in n

def __repr__{self):
t Layer of [{', '.joinistrin) for n in self.meurons)}]”

retu

class MLP{Module}:

def _init_{self, nin, nouts):
52 = [nin] + nouts

self.layers = [Layer(sz[i], sz[i+1], nonlin=i!=len{nouts)-1) for i in range(

def __call__{self, x):
far layer in self,layers:
x = layer(x)
return x

def parameters{self}:

urn [p for layer in self.layers for p in layer.paraneters{)]

def __repr__(self):
eturn F'HLP of [{', '.join(strilayer} for layer in self.layers)}]"
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Al Applications in
Neuroscience

Hypothesis generation and
theory development

In silico modeling and
physical simulation

Encoding models to advance
theory and understanding

Neural decoding models for
prediction and control

BCls including DBS and
neuroprostheses

NI H National Institutes of Health
The BRAIN Initiative®
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Pre-Training Generative Foundation Models for
Single-Cell Multi-Omics

Pretrain

Fine-tune

Cui, H. et al. scGPT: toward building a foundation model for single-cell multi-omics

= L % B
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Generative
training

attention
transformer

Masked-

Task-specific
supervision
Masked- P

attention
transformer
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Cell type annotation Gene network inference

Cell type A %

Cell.type B

Multi-omic integration Perturbation prediction
4 4
RNA Protein l l

DNA 1

i ™ Gl G2 G3 -
) g e -

i - i

i T

G1 Knockout G3 -

scGPT fine-tune

using generative Al. Nat. Methods 21, 1470-1480 (2024).

Downstream tasks
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Learning Multi-Objective Ontologies of Human
Cognition and Brain Systems

W, oo face perception” i
Article | Published: 11 November 2021 ston Wy visual attenton v s 16COGNIoN face
. . . . | semantic processing reading
A data-driven framework for mapping domains of Meaning | (' " sepmamies” Mo 0o
human neurobiology

21 Memory:. '"il v magery
remembering . Telrieva '
memory retrieyal 9 epI_S_D(%C memory

Recall

o

Elizabeth Beam, Christopher Potts, Russell A. Poldrack & Amit Etkin &3

H P  recognition
_ etrieva - familiarity semargic proc;ggirn%
Nature Neuroscience 24, 1733-1744 (2021) | Cite this article
Encod'ng A - memory _recognition rl'lnemoq;_
I ~ declarative memory recali=ceaniion
. 1 1 d " : Y
https://doi.org/10.1038/s41593-021-00948-9 spisodlc memoryepsed imuiation
- _...semantic knowledge
.. 1 ! y episodic memory
Vision ! | o
e mf_mOI"Y . episodic memory
veual pocossorrecognitionfamilarty i 4 | renesel autobiographical memory
[ gl face perception™ "™ vision
L 1 ) visual attention 0bject recognition ) X p— R
! 1 FAR EplSOdIC ";J declarative memary @pisodic memory
U \ i memory rememberingF€COGNItION MEMOTY (uyaval
- vision recognjtior) wsus percaston ; . *'L‘ y
o o Memory
T PPt e fAMIliarity Wb ot
memory on_rocall Fg) .valence emotion - fear

ematy ! episodic memory

d ; Imemoryfacial expression
declarative memory reyieval arousa Y pression

II ‘\_
Memory | a 4
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declarative memory...

Antcpation ) (AN oM owar pocessin
reward anticipation

£

. - reWard anticipations=pecta Y. _!- 5 _-
fear Salience ' addiciion reward anticipation
v} reward processing reward learning

~RIeNce, emotion )
arousalmemoryfacial expression

—_— social cognition  emobon
) »L Arousal / ‘ ' \.-m.f?walr gn e reward processing
1 A Y ) i decision making autohiographical memory
T 2AKY, - o
_Reward Reward VA T
- = - Decision \ : J reward . re;nvard éﬁ{iéipatiun
ey ncesten deley ek b 4 ' v i reward processing
anﬁ%'fé’é’}&q. reward processing _ anﬁ%}gg},"& reward processing making v p g

reward anticipation reward anticipation
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Limitations and Ethics of Generative Al and LLMs

Fundamental challenges llusion of explanatory depth

Hallucinations

>_ Predict X

A

Believed
understanding of X

>_ Accuracy = 97%

Dependence on large pre-training datasets

Intensive computational requirements /N

Reasoning capabilities Actual

understanding of X

lllusion of exploratory breadth

Biases and other ethical considerations
* Models inherit biases of training data

« Generative models can produce harmful, offensive,
skewed, or misleading output

- Different users have different assumptions about the
breadth, depth, and truthfulness of the knowledge
and capabilities of Al tools

Bzdok, D. et al. Data science opportunities of large language models for Messeri, L. & Crockett, M. J. Artificial intelligence and illusions of
neuroscience and biomedicine. Neuron 112, 698-717 (2024). understanding in scientific research. Nature 627, 49-58 (2024).



The BRAIN Initiative
was founded on
ethical data sharing

i
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BRAIN 2025 core principles

4. Establish platforms for
sharing data. Public, integrated
repositories for datasets and data
analysis tools, with an emphasis
on ready accessibility and
effective central maintenance,
will have immense value.

6. Consider ethical implications
of neuroscience research. BRAIN
Initiative research may raise
important uses about neural
enhancement, data privacy, and
appropriate use of brain data
[and] should hew to the highest
ethical standards for research
with human subjects and with
non-human animals...

NI H National Institutes of Health
The BRAIN Initiative®




The BRAIN Initiative
Data Ecosystem

Mission

To promote the data science advances and data
sharing & informatics infrastructure needed to
leverage BRAIN-supported research data to
understand the brain and enhance brain health.

Strategy & Funding Opportunities
* BRAIN Data Science & Informatics
* Data Science and Informatics | BRAIN
Initiative
* BRAIN Data Archives
* RFA-MH-25-110: BRAIN Initiative: Data
Archives for the BRAIN Initiative (R24)
* Data Coordination and Al Centers for the
BRAIN Transformative Projects
* RFA-MH-23-130: BRAIN BBQS Data
Coordination and Al Center (U24)
(Expired example)

NI ) National Institutes of Health
The BRAIN Initiative

The BRAIN Data Archives

Data Archive

BIL

(Brain Image Library)

Data Domain

light microscopy

Dataset Totals

5,773 datasets
473 anatomical
structures

13 modalities

NeMO

(The Neuroscience Multi-omic Data

multi-omics

2,964,483 files
562,648 samples

(Also integrated with
NEMAR and OpenNeuroPET)

human neuroimaging

Archive) 5 modalities
DANDI neurophysiology 698 T8 .
(Distributed Archives for behavior 534 dandisets
Neurophysiology Data Integration) 1,345 users
OpenNeuro 986 datasets

39,796 participants

DABI
(Data Archive BRAIN Initiative)

human invasive neurophysiology

49+ studies
895+ subjects

BossDB

(Brain Observatory
Storage Service & Database)

electron microscopy

X-ray microtomography

47 projects
9 modalities
7 species

Scientific/Research Contact & Program Officer

Ming Zhan (NIMH), ming.zhan@nih.gov



https://braininitiative.nih.gov/research/data-science-and-informatics
https://braininitiative.nih.gov/research/data-science-and-informatics
https://grants.nih.gov/grants/guide/rfa-files/RFA-MH-25-110.html
https://grants.nih.gov/grants/guide/rfa-files/RFA-MH-25-110.html
https://grants.nih.gov/grants/guide/rfa-files/RFA-MH-23-130.html
https://grants.nih.gov/grants/guide/rfa-files/RFA-MH-23-130.html
https://braininitiative.nih.gov/research/data-science-and-informatics/informatics-program
mailto:ming.zhan@nih.gov?subject=Informatics%20Program%20Inquiry

BRAINshare Project

Data Sharing Case
Studies

“Sharing human brain data
can yield scientific benefits,
but because of various
disincentives, only a fraction
of these data is currently
shared. We profile three
successful data-sharing
experiences from the NIH
BRAIN Initiative Research
Opportunities in Humans
(ROH) Consortium and
demonstrate benefits to data
producers and to users.”

National Institutes of Health
The BRAIN Initiative®

Neuron ¢ CellPress

Benefits of sharing neurophysiology data
from the BRAIN Initiative Research Opportunities
in Humans Consortium

Vasiliki Rahimzadeh, -2 Kathryn Maxson Jones,’212 Mary A. Majumder,’ Michael J. Kahana,® Ueli Rutishauser,*

Ziv M. Williams,> Sydney S. Cash,® Angelique C. Paulk,® Jie Zheng,” Michael S. Beauchamp,® Jennifer L. Collinger,?
Nader Pouratian,’® Amy L. McGuire,’ Sameer A. Sheth,’"-* and NIH Research Opportunities in Humans (ROH) Consortium
1Center for Medical Ethics and Health Policy, Baylor College of Medicine, Houston, TX 77030, USA

2Department of History, Purdue University, West Lafayette, IN 47907, USA

SDepartment of Psychology, University of Pennsylvania, Philadelphia, PA 19104, USA

“Department of Neurosurgery, Cedars-Sinai Medical Center, Los Angeles, CA 90048, USA

5Department of Neurosurgery, Massachusetts General Hospital, Harvard Medical School, Boston, MA 02114, USA

6Department of Neurology, Massachusetts General Hospital, Harvard Medical School, Boston, MA 02114, USA

7Department of Ophthalmology, Boston Children’s Hospital, Boston, MA 02115, USA

8Department of Neurosurgery, Perelman School of Medicine, University of Pennsylvania, Philadelphia, PA 19104, USA

9Rehab Neural Engineering Labs, Department of Physical Medicine and Rehabilitation, University of Pittsburgh, Pittsburgh, PA 15219, USA
10Department of Neurological Surgery, UT Southwestern Medical Center, Dallas, TX 75390, USA

MDepartment of Neurosurgery, Baylor College of Medicine, Houston, TX 77030, USA

12These authors contributed equally

*Correspondence: sameer.sheth@bcm.edu

https://doi.org/10.1016/j.neuron.2023.09.029

Sharing human brain data can yield scientific benefits, but because of various disincentives, only a fraction of
these data is currently shared. We profile three successful data-sharing experiences from the NIH BRAIN
Initiative Research Opportunities in Humans (ROH) Consortium and demonstrate benefits to data producers
and to users.

https://doi.org/10.1016/j.neuron.2023.09.029



https://doi.org/10.1016/j.neuron.2023.09.029

Ethical Data Sharing
for Human Research

* Identifiability has implications for
ethics, oversight, and regulations

* Re-identification risk depends on
the context in which data are
released

* Important context includes: data
types, de-identification strategies,
and additional accessible data
sources that could be combined
with the shared research data

Potentially
Overtly identifiable

Absolutely

identifiable unidentifiable

by deduction

Lowrance & Collins, 2007)
o There is a spectrum of identifiability depending on
instrumentation, recording modalities, processing
steps, and data analysis strategies

Hendriks, S., Ramos, K. M. & Grady, C. Survey of Investigators About
Sharing Human Research Data in the Neurosciences. Neurology 99,
el1314—-e1325 (2022). https://doi.org/10.1212/WNL.0000000000207297

For NIH Data Management and Sharing principles and best practices for human
participant data, see NOT-OD-22-213.

National Institutes of Health

The BRAIN Initiative



https://doi.org/10.1212/WNL.0000000000207297
https://grants.nih.gov/grants/guide/notice-files/NOT-OD-22-213.html

Al Ethical Imperatives for Neuroscience? Open
Models, Explainability, and Robust Data Provenance

« The output of our Al tools should be lllusion of objectivity
interpretable, and not overintepretable, to be
useful, while minimizing biases in the
underlying models and in how users

All standpoints

understand the models and their output.

« Ethical applications in neuroscience and ’}‘
other scientific domains will be impeded by
“black box"” Al models based on closed ftdind i dbind
weights and proprietary architectures.

* Robust tracking and updating of metadata is Artificialintelligence and illusions of
needed, including data provenance, understandinginscientificresearch
consents, and conditions of use for Al
training. Provenance keeps people in-the-loop hits:/doirg/101036/641586.024-07IAG-0  Lisa esser"*& ... Crocket€**

Received: 31 July 2023

with downstream Al and data uses. https://doi.ore/10.1038/s41586-024-07146-0
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Recent and Upcoming Meetings

NASEM Neuroscience and Al Workshop — March 25-26, 2024
Exploring the Bidirectional Relationship between AI and Neuroscience

Session 5: Regulatory & Policy Advocacy
and Engagement

 Michael Littman, NSF; Session Moderator NASEM

« John Ngai, BRAIN Initiative Workshop

- Nita Farahany, Duke University; NASEM Planning Cmte Videos &

« Eva Weicken, Fraunhofer HHI Materials

«  Wade Shen, White House OSTP; ARPA-H

UPCOMING

SfN Professional Development Workshop:

Working With and Working for Al

Saturday, October 5, Noon-2pm CDT SfN 2024

MCP Room S403, Chicago Workshop
Information

This workshop will touch on Al applications and job opportunities that
are or will be arising in this field. Speakers will address not only their
employment of Al techniques but also employment opportunities in Al.

National Institutes of Health

The BRAIN Initiative



https://www.nationalacademies.org/event/41351_03-2024_exploring-the-bidirectional-relationship-between-artificial-intelligence-and-neuroscience-a-workshop
https://www.sfn.org/meetings/neuroscience-2024/sessions-and-events/professional-development-workshops#Saturday,-October-05

National Institutes of Health
The BRAIN Initiative

The Rise of “NeuroAl”

Neuroscience and Al: Emerging scientific questions

nature communications

Perspective

https://doi.org/10.1038/541467-023-3T180-x

3

Editorial

Catalyzing next-generation Artificial 4

Intelligence through NeuroAl

https://doi.org/10.1038/s42256-024-00826-6

The new NeuroAl

Received: 11 September 2
Accepted: 3 March 2023 |
Published online: 22 March
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PERSPECTIVES

If deep learning is the answer, what

is the question? |

Andrew Saxe®, Stephanie Nelli®h and Chri

Abstract | Neuroscience research is und
advances in machine learning and artificiali
new ways of thinking about neural comput
the possibility that deep neural networ
cognition and action for biological brains
radically reshape our approach to unders
computations performed by deep networks
endowed by the researcher. If so, how can
model and understand biological brains?
who seek to characterize computations or n
perception, attention, memory and execut
goal is to offer a road map for systems neu
learning. We discuss the conceptual and me
behaviour, learning dynamics and neural repi
systems, and we highlight new researc
neuroscience as a direct consequence of 1

National Institutes of Health

The BRAIN Initiative

es of develop- whichwill holdits third conference ‘Fromneu-

inspiration that roscience to artificially intelligent systems’

urosciencebeen in autumn 2024. Academic institutions are

initiatives make embracing NeuroAl, as evidenced by NeuroAl

and computer scientists proposed neural afreshlook at the a]1d INEIlIJigT_nI:J Systems at Pr_incelfon U“lll\"e r-
networks as solutions to key problems n the two fields. sity and UCL NeuroAl at University College

London, which encourage collaboration
between the neuroscienceand Alcommunities.
tific meetings such as COSYNE have a

role in convening researchers drawn

s that transcend traditional academic

ries. In a perspective article on the ori-
COSYNE', Zador highlights how such

create and nurture communities, such

in perception, memory and language™.
Contemporarv deep networks resemble

NeuroAl: If grid cells are the answer, is path integration

[Mec) B | view license

the question? gg;irj:‘growse context:
<prev | next>

new | recent | 2105

Markus Frey, Mackenzie W. Mathis, and Alexander Mathis _
Ecole Polytechnique Fédérale de Lausanne (EPFL), Brain Mind Institute & Neuro-X Institute, Geneva, Switzerland f:a”g" to browse by:
Correspondence: markus.frey@epfl.ch (M.F.), mackenzie.mathis@epfl.ch (M.W.M.), alexander.mathis@epfl.ch (A.M.) cs.Al
https://doi.org/10.1016/j.cub.2023.01.031 q-bio

References & Citations

+ NASA ADS
» Google Scholar
+ Semantic Scholar

Spatially modulated neurons known as grid cells are thought to play an important role in spatial cognition. A
new study has found that units with grid-cell-like properties can emerge within artificial neural networks
trained to path integrate, and developed a unifying theory explaining the formation of these cells which

. . . K i Export BibTeX Citation
shows what circuit constraints are necessary and how learned systems carry out path integration.

Bookmark

XD

Cite as: ANV 2105.07284 [q-bio.NC]
(or arXiv:2105.07284v2 [q-bio.NC] for this version)
https://doi.org/10.48550/arXiv.2105.07284 @




[RIED) ot sttt ofeats Upcoming Event

The 2024 BRAIN NeuroAl Workshop

November 12th & 13th — NIH Campus, Bethesda or Virtual

This two-day hybrid workshop will bring together researchers at all
career levels to discuss how BRAIN's data, tools, and technologies can
accelerate scientific discovery and transformative advances at the
The intersection of neuroscience and Al.

BRAI N Learn more about the workshop and register to attend at
"y - ® https://n4solutionslic.com/BRAINNeuroAl
Initiative

NIH BRAIN NeuroAl Working Group Joseph Monaco/NINDS [C],  Scientific Planning Committee
Grace Hwang/NINDS, Bo-Shiun Che_n/NINDS, Nina Hsu/NINDS, . Tony Zador, Cold Spring Harbor Lab
Pantea Moghimi/ NINDS, Sandra Molina/NINDS, Leslie Doris Tsao. University of California. Berkele
Osborne/NINDS, Sudha Srinivasan/NINDS, Jay Churchill/NIMH, ) ' y , " , y

Michele Ferrante/NIMH, Mauricio Rangel Gomez/NIMH, Courtney Gina Adam, George Washington University

Pinard/NIMH, Elizabeth Powell/NIAAA, Jessica Mollick/NIDA, - Blake Richards, Mila - Quebec Artificial Intelligence Institute
Susan Wright/NIDA, Roger Miller/NIDCD, Merav Sabri/ NIDCD, - J. Brad Aimone, Sandia National Laboratories

Clayton Bingham/NLM, Mohd Anwar/NIBIB, Chris Kinsinger/OD,

Dana Schloesser/OBSSR BRAINNeuroAlWorkshop@ninds.nih.gov



https://n4solutionsllc.com/BRAINNeuroAI
https://n4solutionsllc.com/brainneuroai/
mailto:BRAINNeuroAIWorkshop@ninds.nih.gov?subject=BRAIN%20NeuroAI%20Workshop
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